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Abstract

Traditional Discrete Particle Methods (DPM) such as the Euler-Lagrange ap-

proaches for modeling atomization, even if widely used in technical literature,

are not suitable in the near injector region. Indeed, the first step of atomization

process is to separate the continuous liquid phase in a set of individual liquid

parcels, the so-called primary break-up. Describing two-phase flow by DPM

is to define a carrier phase and a discrete phase, hence they cannot be used

for primary breakup. On the other hand, full scale simulations (direct simula-

tion of the dynamic DNS, and interface capturing method ICM) are powerful

numerical tools to study atomization, however, computational costs limit their

application to academic cases for understanding and complementing partial ex-

perimental data. In an industrial environment, models that are computationally

less demanding and still accurate enough are required to meet new challenges of

fuel consumption and pollutant reduction. Application of DNS-ICM methods

without fairly enough resolution to solve all length scales are currently used for

industrial purposes. Nevertheless, effects of unresolved scales are generally cast

aside. The Euler-Lagrange Spray Atomization model family (namely, ELSA,

also called, Σ− Y or Ω− Y ) developed by Vallet and Borghi pioneering work

[1], and [2], at the contrary aims to model those unresolved scales. This ap-

proach is actually complementary to DNS-ICM method since the importance

of the unresolved term depends directly on mesh resolution. For full interface
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resolution, the unclosed terms are negligible, except in the far-field spray when

the unresolved terms become dominant. Depending on the complexity of the

flow and the available computational resources, a Large Eddy Simulation (LES)

formalism could be employed as modeling approach. This work focus on the

two main terms that drive these different modeling approaches namely the sub-

grid turbulent liquid flux and the unresolved interface. Thanks to the open

source library OpenFoam® [3] this work is an attempt to review and to release

an adapted modeling strategy depending on the available mesh resolution. For

validation, these solvers are tested against realistic experimental data to see

the overall effect of each model proposal. It was found that both showed good

agreement with experiments, and particularly under Diesel Spray injection con-

ditions, the sub-grid scales represent the major driving force, thus diffusing the

interface rapidly at the exit of the injector.

Keywords: Euler-Lagrange Spray Atomization model, ELSA, ICM, LES,

atomization

1. Introduction

Several strategies can be found in literature to model fuel injection and to

cope with the multi-phase / multi-scale nature of the flow. A full resolution of

the interface thanks to direct numerical simulation (DNS), using either interface

capturing methods or/and reconstruction methods [4, 5, 6, 7] is unfeasible as5

far as industrial applications are concerned, due to prohibitive computational

costs.

In any event, an atomization process resulting in a spray, composed of spheri-

cal droplets surrounded by a gaseous environment, needs to be modeled with well

established methods. Many approaches are based on kinetic theory, where the10

spray is described through a number density function that verifies the Williams-

Boltzmann Equation (WBE) [8]. Physical processes such as particle transport,

drag and phase change can be implemented in this formalism. A widely used
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approach to solve the WBE is the Lagrangian-Monte-Carlo method [9], where

the liquid is tracked with a Lagrangian description and the gas is solved in an15

Eulerian framework. Its interest lies in a straightforward implementation of

physical processes such as evaporation and secondary break-up. However, the

computational cost of such method remains important, especially in unsteady

configurations. Indeed, an high number of stochastic particles (usually called

parcels) is required in each cell of the numerical domain to obtain statistical con-20

vergence. Another approach to solve the WBE is to consider a Euler-Euler (EE)

formalism, where both phases are treated as a continuum. This solution is very

attractive to describe the evolution of the spray characteristics : the computa-

tion cost is moderate compared to Lagrangian approaches and parallelization is

straightforward. These features are even more prevalent considering the grow-25

ing use of Large Eddy Simulation (LES) to achieve a physical description of the

gas flow field.

However, despite the efficiency of Eulerian methods on actual super-computers,

the direct resolution of WBE is generally infeasible since the dimension of the

problem is multiplied by the number of spray characteristics (position, veloc-30

ity, size, temperature, etc) retained. This feature constrains these methods to

address a limited description of these properties. The numerous possible hy-

potheses have led to an abundant research in this framework. For instance, in

Multi-Fluids models [10, 11] the droplet geometry information is discretized in

sections to represent the spray distribution. Another solution [12] is a smooth35

reconstruction based on a sum of kernel of the density functions and a quadra-

ture method of moments employed for this purpose. Nevertheless, all these

methods based on WBE assume generally that the spray is composed by nu-

merous individual spherical droplets with well-defined features as position or

diameter, which is far from being the case with atomizers generally employed40

in an industrial context. Indeed, the liquid phase is initially a continuum (i.e.

liquid jet or film) and it is not possible to define such well-defined characteristics

until the end of primary breakup. Therefore, a more general description of the
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two-phase flow has been developed in this paper, following Vallet and Borghi

[1] pioneering works.45

In these models, the boundary separating pure liquid and pure gas is consid-

ered as a mixing zone. Meaning that both liquid and gas phases coexist at the

same macroscopic position with an occupied portion of volume defined by the

liquid volume fraction (αl). In this context, two family of equilibrium models

have been developed. A first possibility [13] is to use the liquid volume fraction50

as the unique variable allowing the description of the interface. Another set of

approaches is based on a transport equation for the liquid/gas interface density

[4, 1].

In this second group of models, the Eulerian-Lagrangian Spray Atomization

(ELSA) model has been developed intensively during the last twenty years [4, 1].55

From this work, different models based on Eulerian modeling for atomization

have been studied. Later on, Blokkeel et al. [14] completed the original approach

by a Lagrangian description of the spray once the primary break-up is achieved.

In addition, they proposed to call this approach ELSA for Eulerian-Lagrangian

Spray Atomization model to simplify its denomination, but other names are still60

in use such as, Σ − Y , Ω − Y or ESA, depending on which variable has been

retained or whether the Lagrangian phase has been activated or not. Moreover,

a new model has been attached to this approach such as Quasi-Multiphase Euler

flow [15, 16] to account for slip velocity between phase. An extension to LES

has been first carried out by Chesnel et al. [17]. All in all, they belong to the65

ELSA family models that try to consider and to model two main terms that

drive atomization process for non-fully resolved cases: the subgrid/unresolved

turbulent liquid flux Rαi and the unresolved liquid gas interface that will be

characterized in this work by Σ′ (liquid gas interface area per unit of volume).

The purpose of the present work is therefore to present a multi-scale ap-70

proach suitable to perform LES of atomization together with the possibility to
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recover ICM/DNS features for well resolved interface flow. To achieve this goal,

the most important unresolved phenomena to address are the sub-grid turbu-

lent liquid flux and surface density transport equation to which models based

on ELSA concept are developed. The work is organized as follows: section 2 is75

devoted to the description of the Eulerian solver directly derived from ELSA for-

mulation. Then, an innovative coupling between an Interface Capturing Method

(ICM) and a complete ELSA approach is detailed. Section 3 accounts for the

numerical configuration. Subsequently, section 4 reports the validation process

of the proposed Eulerian solver in which different well-established turbulence80

models, such as k − ε [18, 19], Smagorinksy [20, 21], WALE [22], and modeling

strategy, namely, ELSA and ICM coupled with ELSA are compared against

experimental data. Finally, in section 5 conclusions are sketched and the best

numerical match with the experiments is presented.

2. Modeling Approach85

Commonly, the term multiphase flow is used to refer any fluid flow consisting

of more than one phase or component [23]. One could classify them according

to the state of different phases or components (gas/solid flows, or liquid/solid

flow or gas/particle flow or bubbly flow and so on). In the context of this article

only two-phase flow is considered: a liquid phase and a gas phase separated by90

a well defined liquid-gas interface. Therefore, two topologies can be identified,

namely discrete flows and separated flows.

Discrete flows consist of well defined particles distributed in a connected

volume of continuous phase. There are two models prevalent in disperse flows,

trajectory models and two-fluid models [23]. In the former, the motion of discrete95

phase is assessed by following either the motion of actual particles or the motion

of stochastic particles (i.e. Parcels). Then, Lagrangian particle tracking can be

used for small phase fractions. In the latter, two-fluid models, the discrete

phase is treated as a second continuous phase on which conservation equations

(of mass, momentum and energy) are developed for the two-fluid flow.100
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On the other hand, separated flows consists of two or more continuous

streams of fluids separated by interfaces, thus interface capturing methods such

as Volume of Fluid (VOF) [5, 24, 25] can be employed. Hybrid regimes, both

discrete and separated flows, are formed when the interface between liquid and

gas becomes deformed and droplets are generated, namely the atomization. For105

example, the breakup of a liquid jet propelled through a nozzle into a gaseous

atmosphere (i.e. when the difference of velocity of this jet with respect to the

surrounding gas is very strong and droplets are formed [1, 2]). In this case, it

is not straightforward to define a discrete phase and a continuous phase as it is

normally requested by multiphase flow approaches. Indeed, just at the exit of110

the injector nozzle, the amount of liquid phase is very high and this phase cannot

be decomposed as sets of discrete particles. Moreover, bubbles could be present

in the liquid flow due to penetration of the surrounding gas during the breakup

process and to previous cavitation inside the nozzle injector. Consequently, the

carrier phase would be the liquid and the discrete phase the gas bubbles. On115

the contrary, further downstream, a spray is created where the carrier phase is

gas and the discrete phase corresponds to liquid droplets. Between these two

limits, a two-phase flow exists with unclear discrete and carrier phases [4]. Once

the flow is really a spray, disperse models such as Lagrangian approach should

be used.120

The key point of the proposed ELSA model is the analogy between atomiza-

tion, liquid dispersion and turbulent mixing of a jet with large density difference

with the ambient medium [1]. By using single-fluid approach, the choice of both

carrier and discrete phases is avoided [4]. Therefore, the two-phase flow is stud-

ied as a single-fluid turbulent flow composed of two species with highly variable125

density. Note that the notion of two-phase flow still applies, in the sense that

there are two velocities: one for the liquid and one for the gas that can be re-

covered thanks to the QME extension of ELSA approach [15, 16], which will be

explained in little more detailed on the following pages.
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2.1. Governing equations and modeling strategy130

In this section, starting from this complete approach, for incompressible

isothermal fluids governing equations are presented.


∇ ·U = 0 ,

∂ρU

∂t
+∇ · (ρU ⊗U) = −∇p+∇ · (ρν(∇U +∇U t)) + σκδ(x− xs)n+ ρf b .

(1)

1

The continuity equation and the velocity U follow classical transport equa-

tions where p is the pressure, ν is the kinematic viscosity, σκδ(x− xs)n is the135

surface tension force applied at the liquid-gas interface position only, κ is the

interface curvature, xs is the interface position and f b is the body forces per

unit of mass. The dispersion of the liquid is described by a transport equation

for the liquid volume fraction αl, which represents the proportion of liquid in a

given volume. For a chemically inert fluid, the equation writes:140

∂αl
∂t

+∇ · (Uαl) = 0 . (2)

Solving these equations at all scales does not require any additional model

and will be refereed as DNS. Nevertheless, these equations use generalized func-

tions since the surface tension force occurs only at the surface and thus require

a Dirac peak function representative of the interface δ(x−xs). In addition the

discontinuity of the liquid volume fraction entrains a discontinuity of density145

and viscosity, thus their derivatives also require generalized functions. To keep

the interface sharp, the profile of the discontinuous variables across the inter-

face, in particular the liquid volume fraction, has to remain a step profile. This

expected feature has strong consequences on the numerical method for which

dedicated interface capturing methods (ICM) are required for instance VOF150

1 density was added, to multiply the body force
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[26], Level Set [27], Ghost-Fluid [28], among others. These ICM numerical ap-

proaches share a common feature, they are incompatible with a smooth profile

of the liquid volume fraction, this point will be important later on.

Whenever it is not possible to solve these equations directly at all scales,

some filtering or averaging process is applied that necessarily introduces new155

terms in the resulting two-phase equations. It is important to notice that one of

the first feature that is lost is the accurate position of the interface. Previously,

the liquid volume fraction field or any other phase indicator is sufficient to

determine the position of the interface. For instance, any iso-surface of the

liquid volume fraction in range [0,1] are identical if the liquid volume fraction160

profile is a step profile across the interface. But averaging or filtering will smooth

the liquid volume fraction profile and let undetermined the actual position of

the interface. Any other ICM faces the same problem but solves it in different

ways. Either they force a sharp transition between liquid and gas at the interface

which is in contradiction with the averaging/filtering procedure, or a smooth165

transition is considered with the consequence to loose the interface position.

Notice that numerous successful works in the literature ignore these problems

and used averaged/filtered approaches while keeping a sharp transition between

phase. Meaning that RANS or LES approach are used and combined with ICM.

It is expected that such effects are negligible if nearly all scales of the flow are170

resolved. The purpose of the present work is twofold :

• To consider and to propose models for unclosed terms issued from the

averaging/filtering process

• To propose interface resolved quality (IRQ) sensors to evaluate when it is

necessary to consider these models175

Starting from the least resolved case where the two-phase flow considered

is time-averaged (RANS approach), it is expected to recover the large-scales

properties (penetration length and angle of dispersion of the liquid core) and

small-scales characteristics (mean droplet diameter and their size distribution).

Nevertheless, a large part of the flow has to be modeled, and models are then nec-180
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essarily dependent on the unresolved small scale features. The flows considered

here are two-fluid flows with both characteristic Reynold and Weber numbers

that tend to infinity [1]. In this case, early studies of liquid jets revealed that

the turbulence was the primary initiator of break-up [29]. Subsequent studies,

for instance [30, 31, 32, 33], have examined how this process works. In the early185

stages of breakup, the turbulent structures in the jet produce ligaments that are

projected into the gaseous phase and then breaks to form droplets. All these

phenomena lead to unresolved liquid dispersion that has to be represented by

an appropriate model. Because the turbulence is the leading process for flows

characterized by high Reynolds and Weber values, a kind of turbulent mixing190

has been considered initially [1]. This approach has given good results in many

studies but can be augmented by accounting of particular liquid dispersion effect

[34] or to include slipping motion between phases [15]. As a result, the veloc-

ity field in a two-phase flow and liquid volume fraction are studied in terms of

mean and fluctuating values as for single-phase turbulent flows, based on the195

Reynolds decomposition [1].

The second approach is generally known as Large Eddy Simulation (LES)

[17]. In order to separate different length scales in a turbulent flow field, a spatial

filter is applied. Large scale structures that can be resolved by the numerical

method on a given mesh are called the super-grid scales. The influence of all200

other (subgrid) scales to the super-grid behavior is modeled. The rationale

behind this principle lies in the fact that the small scales of turbulence are

more homogeneous and isotropic and therefore easier to model. As the mesh

gets finer, the number of scales that require modeling becomes smaller, thus

approaching the DNS [35]. But to recover truly the expected feature of the205

DNS in liquid-gas flows, ICM has to be activated since particular numerical

models are necessary to represent the sharp interface transition.

2.2. Turbulence modeling

Before to go any further in the details of these RANS and LES approaches,

both methods have to deal with density based correlations. There are two ways210
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to handle this problem, namely Reynolds or Favre averaging/filtering. Both ap-

proaches lead to modeling problems that are not yet completely solved. Using

Reynolds averaging/filtering introduces correlation for which no models have

been established yet for turbulent liquid-gas flow. Thus, these unclosed cor-

relation are generally not considered or consider being part of Reynolds stress215

and turbulent liquid flux final model [15]. Regarding the Favre approach, it

has been widely employed in single phase flow. However, as the density ratio

increase, for instance in liquid-gas flow, the Favre averaging/filtering tends to

over-conditioned the averaged variable based on the heavier phase. Numerically,

it brings many problems of stability because of lack of information about the220

gas phase. In addition, Reynolds averaged/filtered velocity field is still diver-

gence free, which is not the case for the Favre averaged/filtered velocity field.

Despite these problems both Reynolds and Favre approaches have been applied

successfully in the RANS context [2, 4, 36].

Here, Reynolds averaging/filtering formulation together with liquid volume225

fraction (volume formulation) field, instead of liquid mass fraction (mass for-

mulation) is considered. This formulation is considered to be clearer by letting

apparent the unclosed density correlation terms even if further efforts to define

appropriate models still require future work. Applying the Reynolds averaging

technique for incompressible flow to equations 1, and 2:230



∇ · Ū = 0 ,

∂ρ̄Ū

∂t
+∇ ·

(
ρ̄Ū ⊗ Ū

)
= −∇p̄+∇ · (ρν(∇Ū +∇Ū t)) + ρ̄f̄ b −∇ ·RU + τρ ,

∂ᾱl
∂t

+∇ · (Ū ᾱl) = −∇ ·Rαl
.

(3)

2

The term RU is the so-called Reynolds stress tensor. The normal stresses

2averaged density was added, to multiply the body force

10



involve the respective variances of the x-, y- and z-velocity fluctuations. They

are always non-zero because they contain squared velocity fluctuations. The

shear stresses contain second moments associated with correlations between235

different velocity components [18]. The term on the RHS of the liquid volume

fraction equation is the turbulent liquid flux, which will be studied in detail

later. The mean mixture density reads: ρ̄ = ρlᾱl + ρg(1 − ᾱl), with constant

gas and liquid density, ρg and ρl, respectively.

To model these fluctuating terms, namely Reynolds stress tensor and the240

turbulent liquid flux, the Reynolds-Averaged NavierStokes (RANS) is firstly

considered. Density correlations represented by τρ appears on this Reynolds

formalism. Their effect is still subject of research, e.g. density fluctuations in

combustion processes are not necessarily applicable when the density ratio tends

to infinity. Therefore, it will be considered as part of the global Reynolds stress245

model. It is clear that further work will be necessary to assess this hypoth-

esis or to propose more appropriate models. Regarding the Reynolds stress,

single-phase flow model is initially tested. Following Boussinesq’s proposal, the

turbulent momentum transport is assumed to be proportional to mean gradients

of velocity [18]. By analogy, turbulent transport of a scalar is taken to be pro-250

portional to the gradient of the mean value of the transported quantity. Thus,

the turbulent liquid flux is seen mainly as a dispersion term for the liquid due

to a random turbulent motion. The formalism also shows that the turbulent

liquid flux also contains the mean slip velocity of the liquid phase with respect

to the mean mixture. The consideration of the slip velocity has been included255
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in recent works [15].



RU = (U ⊗ U − Ū ⊗ Ū) ,

≈ − νt
Sct

(∇Ū +∇Ū t) .

Rαl
= (Uαl − Ū ᾱl) ,

= ᾱl(Ū |l − Ū) ,

≈ − νt
Sct
∇ᾱl .

(4)

3

where νt is the turbulent viscosity (or sub-grid stress in LES framework)

and Sct is the turbulent Schmidt number. On RHS of αl equation 4, Rαl

is the turbulent liquid flux that represents the transport of the liquid volume260

fraction induced by velocity fluctuations and is related to the unresolved part of

the velocity that is known to produce additional dispersion. This formulation

is only valid in the absence of slip velocity between phases. Indeed, if both

phases are strictly non-miscible, it is possible to consider a so-called second

order definition for the turbulent liquid flux:265

Rαl
= u′αl

′ = ᾱl(Ū |l − Ū) = αl (1− αl) V̄rlg . (5)

This shows the strong link between Rαl
and the local relative velocity Vrlg

[34], that can be re-arranged as follows:

V̄rlg =
(
Ūl − Ūg − V̄D

)
=
(
Ūslg − V̄Dlg

)
. (6)

where Ūslg is the average relative velocity between the particle and the surround-

ing flow, and V̄Dlg is the drift velocity. In the case where the spray dynamic

relaxation time τp and the mean effective slip velocity Ūslg are negligible (i.e., in270

the case of droplets with small Stokes numbers), the turbulent liquid flux is only

3here, ’equivalence’ sign was added, in place of ’equality’ sign
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due to the drift velocity. Therefore, we will stick with the first order formulation

presented in equation (4) which, based on the actual validation test case [37],

was also proven to be successful. The interested reader might be then referred

to [15] where this second order closure is further developed. Additionally, it has275

been proven [4, 15, 16] that even with this single flow approach it is possible to

recover the different mean liquid and gas velocities Ū |l, and Ū |g, respectively

by means of a drift flux model.

2.3. Turbulence models

Now the kinematic turbulent viscosity, νt, needs to be addressed. The accu-280

racy of different RANS turbulence models when they are applied to turbulent

two phase flows was studied previously [34]. It was shown that the standard

k−ε turbulence model (Launder and Spalding, 1974) is able to reproduce the

main characteristics of two-phase flow if special care is devoted to the modeling

of the turbulent mass flux. Nevertheless, the assumption of RANS models is285

that the turbulent viscosity, νt is isotropic: in other words, the ratio between

Reynolds stress and mean rate of deformation is the same in all directions.

Which is not the case within the scale spectrum of eddies. For instance, the

smallest eddies are nearly isotropic and have a universal behavior. On the other

hand, the largest eddies, which interact by extracting energy from the mean290

flow, are more anisotropic and their behavior is dictated by the geometry of the

problem domain, the boundary conditions and body forces [18].

Another drawback of RANS models is the lack of generality in the ”fitting-

constant values”, such as, Cµ, C1ε, C2ε, among others, when employed in ax-

isymmetric jets cases [38]. Changing C1ε to 1.6 to fit the experimental data was295

proven to be effective [39] by increasing the rate of production of the kinetic

energy. Pope [40] on the same line of research proposed a modified dissipation

equation adapted to the round jet’s lower spreading rate based on physical ex-

planation. However, this modification was not validated for three-dimensional

flows.300
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2.3.1. Large Eddies Simulation filtering

Instead of time-averaging, LES uses a spatial filtering operation to separate

the largest and smallest eddies. Even though this simple approach permits to

deal with flow anisotropy on large scales, which clearly is an advantage over

RANS models, there are still some generality issues depending on the rate-305

controlling process [40]. However, in free shear flows at high Reynolds number,

the transport process of interest are affected by the resolved large scales, which

makes LES suitable for our case study. The method starts with the selection

of a filtering function and a certain cutoff width with the aim of resolving in

an unsteady flow computation all eddies with a length scale greater than the310

cutoff width. There are three well-known filtering functions, namely, Top-hat

filter, Gaussian filter and Spectral cutoff. The first one is widely used in finite

volume implementation. Further details can be found in [18]. The cutoff width

is intended as an indicative measure of the size of eddies that are retained in

the computations and the eddies that are rejected. In principle, we can choose315

the cutoff width ∆ to be of any size, but in CFD computations with the finite

volume method it is pointless to select a cutoff width that is smaller than the

grid size. The most common selection is to take the cutoff width to be of the

same order as the grid size, for instance, the cubic root of the grid cell volume:

∆ = 3
√

∆x∆y∆z (7)

As before, starting from the Navier-Stokes and the liquid volume fraction320

equations, namely equations 1 and 2, respectively, LES-filtered continuity, mo-

mentum, and liquid volume fraction equations of the mixture yield:



∇ · Ū = 0 ,

∂ρ̄Ū

∂t
+∇ ·

(
ρ̄Ū ⊗ Ū

)
= −∇p̄+∇ · (ρν(∇Ū +∇Ū t)) + f̄ b + τρ −∇ · τu ,

∂ᾱl
∂t

+∇ · (Ū ᾱl) = −∇ · ταl
.

(8)
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Equations 8 should be solved to yield the filtered mixture velocity Ū , the

filtered mixture pressure field p̄, filtered mixture density ρ̄ = ρlᾱl + ρg(1− ᾱl),

and the filtered liquid volume fraction distribution ᾱl. The last term on RHS325

results from the LES filtering operation, just like the Reynolds Stress, in this

case commonly named the subgrid scale stress or LES SGS. However, unlike the

Reynolds stresses in the RANS equations, the LES SGS stresses contain further

contributions. Based on the flow variable decomposition φ(x, t) as the sum

of the filtered function φ̄(x, t) and φ
′
(x, t), which contains unresolved spatial330

variations. Now the SGS stresses can be written in the following form:

τu = (ρ̄UU − ρ̄ŪŪ) = ρ̄ŪŪ − ρ̄ŪŪ︸ ︷︷ ︸
Leonard

+ ρ̄ŪU
′

+ ρ̄U
′
Ū︸ ︷︷ ︸

cross

+ ρ̄U
′
U

′︸ ︷︷ ︸
LES

. (9)

The Leonard stresses are solely due to effects at resolved scales. The cross-

stresses are due to interactions between the SGS eddies and the resolved flow.

Finally, LES stresses are caused by convective momentum transfer due to in-

teractions of SGS eddies and are modeled with SGS models explained in the335

following sections. For a complete definition and mathematical deduction see

[18].

2.3.2. SGS Models

In order to the dynamics of the resolved scales to remain correct, the subgrid

terms have to be modeled, i.e. the subgrid energy interaction with the resolved340

scales have to be reflected. In gas kinetics theory, molecular agitation draws

energy from the flow by way of molecular viscosity. So the energy cascade

mechanism [19] will be modeled by a term having a mathematical structure

similar to that of molecular diffusion, but in which the molecular viscosity in

(4) is replaced by a sub-grid viscosity νsgs. Mainly, two approaches were studied345

depending on the validation test case:

• Models based on the resolved scales: The subgrid viscosity is evaluated us-

ing global quantities related to the resolved scales. Within this category is
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the well-known Smagorinsky model. Based on the assumption that the

smallest turbulent eddies are almost isotropic, the Boussinesq approach is350

employed [20]. Thus, local SGS stresses τ , are taken to be proportional to

the local rate of strain of the resolved flow [18]. The model is expressed,

where Csgs is constant and |S̄| is the average strain rate of the resolved

flow:

νsgs = (Csgs∆)
2|S̄| (10)

There are many authors that experimentally or numerically have demon-355

strated different values of the constant Csgs, which makes the model flow-

dependent. This gave an indication that the behavior of the small eddies

is not as universal as was thought. Furthermore, the modeling requires a

case-by-case adjustment or a more sophisticated approach.

• Wall Adopting Local Eddy Viscosity (WALE) Model: For reasons con-360

nected with the wall behavior of the subgrid-scale model, a new operator

based on the traceless symmetric part of the square of the velocity gradient

tensor Sdij is used. Consequently, the subgrid scale viscosity is modeled as

[21] :

νsgs = (Cw∆)2

(
SdijS

d
ij

)3/2
(
(
S̄ijS̄ij

)5/2
+
(
SdijS

d
ij

)5/4 (11)

where Cw is a model constant and S̄ij is the resolved-scale strain rate365

tensor. As reported in [22] WALE model shows better results in pre-

dicting near wall turbulence for wall bounded flows. No wall damping is

necessary near wall regions in WALE model. Another study in channel

separated flow performed by [41] shows that best match with DNS can be

obtained using WALE model along-with power law wall function proposed370

by Werner and Wengle [42].
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2.4. LES formulation compatible with ICM

An expected feature of LES model is to retrieve DNS (here ICM) characteris-

tics for proper mesh resolution (tending to kolmogorov / Taylor length scales),

i.e. for highly resolved flow, LES should switch from ELSA to ICM. In the375

following part, considering the known shortcomings of diffusive interfaces ap-

proaches in the dense spray region and in order to develop a model suitable also

in the dilute spray region, a coupling technique between ELSA and an interface

capturing method (ICM) is proposed. Firstly, Fσ is the additional force in the

momentum equation due to the surface tension depending on the local curvature380

of the interface and is defined in equation 1 as σκδ(x− xs)n. To compute this

force and to apply the jump of any variable, the most accurate ICM-DNS code

applies direct numerical schemes based on interface reconstruction, along with

the numerical mesh characteristics. For instance, the ARCHER code [5] is based

on coupled VOF-Level set method for interface reconstruction together with a385

ghost-fluid approach to represent accurately the discontinuity of variables such

as density, pressure and viscosity at the interface. This reconstruction process

generally depends on the mesh geometry, hence body-fitted methods based on

unstructured mesh are used to address complex geometries. Notice that several

proposals exist, for example in the open source software: OpenFOAM® to im-390

prove this point in particular the isoAdvector approach [43]. There are many

successful examples in the literature of these fully resolved approaches com-

bining ICM method with DNS using mesh resolution high enough to compute

all the flow scales, based on the curvature, VOF-PLIC (piecewise-linear inter-

face construction), VOF/level-set coupling for unstructured and non-uniform395

meshes, octree meshes, among others [44, 45, 46].

For full-scale resolution, ICM method aims at keeping a sharp interface,

thus a discontinuous profile across the phases exits in particular during the

convection process. This property is either directly included in the numerical

scheme (VOF, Level-Set, ghost-fluid, among others) or obtained by additional400

correction designed to prevent numerical diffusion that could smear the profile.
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The interFoam solver of OpenFOAM® is based on this last technique, where

Weller [24] proposed to use an additional flux of liquid directed toward the

interface proportional to the local velocity magnitude (Ur) and located only

where a mixture of liquid and gas exists (i.e. αl ∈ [0, 1]), in such a way that the405

local flow steepens the gradient of the volume fraction and thus the interface

resolution is improved [25]. This method is often referred as the VOF method,

even if there is no real reconstruction of the interface. When using Direct

Numerical Simulations (DNS), all fluctuations scales are solved up to the grid

level and no averaged filtering is required. Consequently, the last term on the410

left-hand side in equation (12) will be equal to zero. On the other hand, following

the modeling approach in this study, LES filtering or averaged under RANS

framework is used. As for instance, diffusive methods are designed to smear the

interface over several mesh cells to recover a continuous behavior of any variable.

It is important to emphasize that the drift/slip behavior of the unresolved liquid415

flux is not compatible with the ICM method since the latter assumes the profile

to be discontinuous. Hence, starting from the system reported in Equation.

(8), the liquid volume fraction equation has been modified considering Cα as a

pondering parameter between ELSA-base and an ICM approach.

∂ᾱl
∂t

+∇ · (Ū ᾱl) +∇ · CαU rᾱl(1− ᾱl)︸ ︷︷ ︸
ICM

= (1− Cα)∇ · (Rαl
)︸ ︷︷ ︸

Elsa

, (12)

where420

Ur = |Ū | ∇ᾱl
|∇ᾱl|

. (13)

The advantages of the proposed solver is to determine a resolution of the

interface with ICM in a limited region, whereas it is disabled when Rαl
prevails

(i.e. when the interface fluctuations become significant at subgrid-scale for in-

stance in LES framework). An additional term is also added to the momentum

equations 8 to account for the surface tension only when the interface is resolved,425

CαFσ. The switching strategy is introduced through Cα and two different cri-
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teria, based on the interface resolution and the curvature of the interface, have

been proposed to determine its value. Cα was set zero (0) when the interface is

poorly-resolved (dilute region) and set to one (1) otherwise (dense region).

430

• First criteria: IRQΣ. This criteria is given by the ratio of the minimum

(resolved) interface area, Σmin, over the actual interface area, Σ (eqn.

14). The interface area is more properly defined as ”surface area of the

liquid-gas interface per unit of volume”, defined here as liquid gas interface

density. And Σmin corresponds to the minimum surface density that can

be evaluated for a given value of resolved liquid volume fraction, where ”a”

is a length scale related to the control volume. In the framework of filtering

by LES, this length is equal to the filter length scale. Here, a simple

approach is used to evaluate Σmin, however, if interface reconstruction

was available, the actual resolved interface could be used. Σ follows an

additional balance equation explained in the next section. Thus, the higher

the surface interface fluctuates within a cell, the lower IRQΣ, which means

subgrid effects become important.
aΣmin = 2.4

√
αl(1− αl) ,

IRQΣ =
Σmin

Σ
.

(14)

• Second criteria: IRQK . A grid-dependent parameter, especially if LES

turbulence modeling is applied using as a cutoff width ∆, cubic root of

the grid cell volume, defined in equation 7 [47]. Additionally IRQK takes

into account the curvature of the interface, K, defined below. The less the

interface curvature, the better resolution of the interface, thus Cα is then

set to unity. 
K =∇ ·

(
∇ᾱl
|∇ᾱl|

)
,

IRQK =
1

∆.K
.

(15)
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This model is thus able to take advantage of a full-interface resolution to recover

a DNS formulation with ICM and to switch to a sub-grid approach when nec-

essary. Note that ICM is not compatible with diffusive models, hence Cα will

be dynamically adjusted to one or zero depending on the interface resolution

within the cell. Furthermore, when the spray is formed and diluted, it is more435

accurate to use a regular method dedicated to solved the Williams-Boltzmann

Equation (WBE) [8] and therefore a Lagrangian formulation is initiated.

2.5. Liquid Gas Interface Density Equation

So far the large-scales properties of two-phase flows have been defined by

means of a balance equation of the liquid volume fraction, αl. Now, the small-440

scale characteristics such as droplet size distribution and mean droplet diameter

can be calculated by means of the liquid gas interface density, and Σ, which

represents the liquid/gas surface interface per unit of volume. The concept of

interface density is more general than droplet diameter or Sauter Mean Diameter

(SMD). Indeed, liquid shapes are not always spherical and SMD cannot account445

for all other ligaments. Thus, Σ is a more generalized quantity able to quantify

any type of interface. A closed form of Σ equation is not fully established yet.

Starting with a phenomenological approach, as also presented by [2] and [4],

a general filtered form may be written, following the same filtering procedure

explained above:450

∂Σ̄

∂t
+∇ · (Ū Σ̄) =∇ · [Σ̄(Ū − ŪΣ)] + SΣ (16)

The first term of the right-hand side is unclosed since the interface velocity,

ŪΣ, is unknown. This term represents the difference between the interface

velocity and the global mixture. It accounts for the dispersion of the interface

by turbulence. Thus, namely, a first order closure (or gradient closure), as the

aforementioned Boussinesq approximation, on which it is modeled as turbulent455

dispersion [4, 2], and neglecting any contribution of slip velocity, leads to the
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following formulation:

Σ̄(Ū − ŪΣ) = RΣ =
νt
Sct
∇Σ̄ (17)

The equation 16 for Σ takes into account two source terms included in SΣ:

firstly, the minimum production of the liquid-gas interface density induced by

liquid-gas mixture and secondly, the production/destruction of liquid-gas inter-460

face density due to turbulent flow, vaporization, collision, and any coalescence

in the dense part of the spray. Hence, the following equation arises:

SΣ = Σmix + Σint , (18)

where Σmix refers to production of surface density due to liquid/gas mix-

ing, and Σint represents production/destruction of surface density by the mean

shear, turbulence and liquid structure interactions in this case. Vaporization is465

not considered in this work so far, however, Σmix is the necessary term that en-

sures the presence of interface simply because of co-existing phases. Vallet et al.

[2] propose a formulation based on the inverse of the size of the control volume

near the injector tip assuming a flat interface at the boundary. Lebas et al. [4]

proposed that liquid characteristic scales are related to turbulent integral scale.470

In both cases, it is an initialization term that does not have a strong effect on

the whole calculation, while producing a minimum surface density immediately

after injection. The presence of an interface as long as the liquid comes into

contact with the gas provide a mean to use a formulation based on minimum

estimate of the surface density Σmin, thus an additional quantity Σ′ such that:475

Σ = Σmin + Σ′ (19)

Based on the assumption that surface density is at least equal to Σmin, which

is defined as the minimum amount of surface present due to liquid-gas mixing.

Note that this definition is coupled with the amount of interface that can be

obtained with ICM approach. As a result, it is required only to compute the
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evolution of Σ′. Its transport equation is written as:480

∂Σ̄′

∂t
+∇ · (Ū Σ̄′) =∇ · [Σ̄′(Ū − ŪΣ′)] + Σ̇′int (20)

Consequently, Σ′ is solved using Equation 20, while Σ is calculated using

Equation 19 and 14. The equation for the surface density is a postulated equa-

tion. Several source terms have been proposed in the literature but due to the

lack of experimental data, theirs validities have still to be established. The

present approach has been to use only the minimum source terms to be able to485

reproduce available data [4, 48] to keep a form of the equation as comprehen-

sible as possible. Once the spray is dispersed the situation is different because

there exist established models that can be rewrite in term of source terms for

this surface density equation. Our proposal is to activate the dispersed source

term once the dispersion is achieved [4] or to switch to a Lagrange formalism490

that is commonly used for dispersed spray and for which appropriate model are

available. In this work, the dispersed part of the model is not activated because

the focus is on the dense zone of the spray:

Σ̇′int = CΣ
Σ

τΣ

(
1− Σ

Σ∗

)
, (21)

which is based on an equilibrium value of surface density, Σ∗ that should

be reached within a characteristic time scale, τΣ. CΣ is a constant that is set495

equal to 0.4. CΣ is a model constant and its value might effect the prediction

of Σ. In the initial works (for example [4, 1]) CΣ was set to 1 because of lack

of relevant information. Later, Duret et al. [48] performed DNS with various

configurations of liquid volume fractions and surface tension values to quantify

this parameter. Following his work, a value of CΣ = 0.4 was found to provide500

the best match between DNS and the modeled surface density Σ. Σ∗ is given by

the Weber number at equilibrium that can be obtained from the work of Duret

et al. [48]. Finally the modeled equation for Σ′ becomes:

∂Σ̄′

∂t
+∇ · (Ū Σ̄′) =∇ ·

[
νt
Sct
∇Σ̄′

]
+ CΣ

Σ

τΣ

(
1− Σ

Σ∗

)
(22)
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Further discussions of these terms are available in works of Vallet et al [2]

and Lebas et. al [4], that proposes various forms of modeling terms. Here the505

purpose is to use first the simplest formulation and introduce complex models

only when necessary. A length scale can be defined from Σ and α:
α

Σ
, which

is related to SMD. On the one hand, for mono-dispersed spray of spherical

droplets, the SMD will have the following form:
6αl
Σ

. On the other hand, for

very small volume fraction leading to bubbly flow: SMD =
6(1− αl)

Σ
. Finally,510

to account for all structures, a length scale l32 is derived, as l32 =
6α(1− α)

Σ
.

3. Numerical Test Case

The previous sections have described different available approaches to ad-

dress the liquid-gas turbulent flow within dense zones (i.e., non-dispersed or

primary atomization). One aim of these approaches is to conduct simulation of515

fuel injection for which a comprehensive data base has been set up by the ECN

group of research[49]. To simulate numerically these fuel injection system, a full

ICM-DNS approach should give the best comparison with experimental data

but it is not affordable for the time being, therefore models are mandatory. A

numerical representation based on full ICM-DNS for the initial destabilization520

of the complex turbulent liquid jet going up to the spray formation for which

well established numerical model can be used is appealing but has not yet been

applied. Indeed such an approach requires the ICM-DNS to be applied up to

the formation of each individual droplet that would require too much CPU

resources. Hence, in many situation models have to be applied for the dense525

turbulent liquid-gas flow, among them the ELSA approach has been successfully

applied using the Favre formulation on an ECN database [49] by several teams

[50, 51, 37] mainly in the RANS context leading to CPU cost compatible with

industrial application. The purpose of the following test cases is to extend the

analysis considering complementary approaches based on Reynolds averaging.530

In addition, comparisons between RANS and LES for the dynamics of the flow
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are conducted together with an analysis of the numerical model used to repre-

sent the interface, in particular for the LES approach. For this latest aspect,

the interface can be considered to be captured at the mesh resolution (ICM

approach) or the interface can be considered at subgrid level (diffuse interface535

approach) for which a turbulent subgrid liquid flux driven mainly by liquid dis-

persion has to be considered. The diffuse interface approach combined with the

dispersion model has already been successfully tested by Chesnel et al [17] in

another framework by comparison with DNS results. On the opposite view, a

full ICM-DNS can be used assuming no liquid dispersion at the subgrid level.540

Finally, a coupled approach is also tested base on IRQ’s sensors to determine

locally and dynamically whether or not the interface is well captured.

Regarding the geometry, several options may be considered, from simple

2D axisymmetric configurations [50] up to full 3D simulations with injector

flow and needle movement [37]. In both cases it has been possible to show545

that even with the less resolved modeling (RANS), the essential features of

the injection can be captured with ELSA approach. An advantage of these

ECN test cases is the possibility to simulate also the flow inside the injector.

An axisymmetric test case was studied in a previous work [52]. Here, only

3D domains are considered, thus better representing three dimensional nature550

of turbulent eddies in particular for LES formulation. For 3D simulations a

simplified geometry is considered. The 1D axial profile of the injector (210675) is

taken from ECN website (red line on the Figure 1). The geometry was extended

to include the injector sac and needle. The profile is then rotated to create a 3D

mesh. A measured 3D geometry is also available from ECN database which has555

been obtained using high resolution x-ray tomography [53]. Results obtained

using such a geometry are also reported at the end of section 4.
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Figure 1: Injector profile used to make a simpled 3D geometry

For the Simplified Geometry two meshes has been studied. One coarse mesh

to get quicker results and another fine mesh to see the fluctuating interactions

with the interface. For the latter case, and with initial estimates of velocity560

profiles from ECN experimental results, the Taylor length scale [54] was used,

which can be calculated following the equation below:

λg = Dinj

√
10Re

− 1
2

Dinj
, (23)

which gives λg ≈ 1.26×10−6m. The fine mesh has cell size of about 1µm at

the exit of the injector. The mesh size was increased gradually to about 12 µm

at the end of the chamber. The total length of the domain after the injector565

exit is 10 mm. The details of mesh parameters are shown in Table 1.

Table 1: 3D Meshes

Cells at the Nozzle Exit Total Number of Cells (M)

Simplified Geometry (Coarse) 56 4.85

Simplified Geometry (Fine) 98 32

The cross-section of meshes for the simplified geometry is shown in the Fig-

ures 2 & 3.
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Figure 2: A transverse section of the Mesh. Shown here is coarse (56 cells at the nozzle exit,

Total 4.85 M cells). Fine mesh (not shown here) has 98 cells at the nozzle exit with a total of

32.28 M cells

Figure 3: Mesh at nozzle exit. Left: Coarse mesh, Right: Fine mesh

In reality, the injector also includes an axial displacement of the needle [37].

Nevertheless, transient mass flow rate inlet boundary condition allows to re-570

produce partly the effects of the needle motion [50, 51, 55]. In compressible

formulation one can also use time varying total pressure inlet boundary con-

dition to mimic the actual flow development [56]. Nonetheless, the established
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jet, which is the main subject of this study, can be obtained directly with a

constant mass flow rate inlet [57]. The first comparison will be based on this575

simplified test case. Accordingly, operating conditions for typical ECN Spray A

are reported in Table 2.

Table 2: Conditions for non-evaporating ECN Spray A [49]

Fuel n-Dodecane

Ambient composition 100% N2

Injection pressure [MPa] 150

Ambient pressure [MPa] 2

Ambient temperature [K] 303

Ambient density [kg/m3] 22.8

Fuel injection temperature [K] 343

From the previously described models and depending on the equations solved,

there are several possibilities: Initially, RANS and ELSA (diffused interface)

model using RANS were tested, namely ELSAFoam solver. Likewise, LES and580

ELSA using different turbulence models, such as WALE and Smagorinsky. The

effect of mesh resolution and type of LES model is also important, thus we have

simulated two meshes and two different LES models. Results based on Favre

averaging have already been reported previously [50, 51, 37]. Additionally, LES

with ICM analysis using WALE turbulence model, namely interFOAM solver was585

also examined. In the end, LES coupled with dynamic switching between ICM

and ELSA based on IRQ’s, namely icmELSAFoam solver was verified. Summary

of all the configurations studied are shown in Table 3.

Results reported here focus on the established flows, thus simulations were

performed with constant mass flow rate inlet boundary condition that have been

conducted until a statistically steady-state is obtained. For the chamber, outflow

boundary condition is used. While for the chamber tip, i.e. the surface adjacent

to the injector exit, is treated as wall. A total pressure boundary condition is

imposed on the outlet and chamber patches. Σ′ is modeled with zero gradient
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Table 3: Different cases set-up.

Solver Equations solved Coarse Mesh Fine Mesh

ELSAFoam

RANS (k − ε) RANS (k − ε)

Eqns. 8 and 4 LES (Smag.) LES (Smag.)

LES (WALE) LES (WALE)

interFoam Eqn. 12, Cα = 1 LES (WALE) LES (WALE)

icmELSAFoam Eqn. 12, Cα adaptive 0 or 1 LES (WALE)

type boundary condition for all boundaries (outlets), except at the inlet where

its value is set equal to zero. Second order backward time scheme is used for all

quantities except for α, for which a special procedure called MULES is used to

preserve boundedness of this quantity. This special treatment is applied for the

liquid volume fraction in order to keep it bounded [24], besides, local sub-cycling

of phase fraction equation is possible and in this work three local sub-cycles are

used. The time-step is limited by Courant number Co and Interface Courant

number Cointerface, which is defined on near interface regions as:

Cointerface = pos(αl − 0.01)pos(0.99− αl) max

(
|U |
∆x

)
∆t (24)

where pos(x) is a mathematical function which returns 1, if x is greater than 0

and 0 otherwise. The maximum Co and Cointerface is set to 0.25. The time-590

step is adjusted automatically to limit the Courant number below the imposed

constraint, which resulted in a time-step between 2× 10−10 s to 3× 10−10 s on

the fine mesh.

4. Results and discussion

The data available from ECN website in the form of Liquid Volume Fraction595

(LVF), Projected Mass Density (PMD) and Transverse Integrated Mass (TIM)

is used for validation purpose and to compare the impacts of different modeling

approaches. Note that LVF data are obtained from PMD measurement with a

mathematical transformation [58] that assumed axisymmetrical flow in average.

28



4.1. Validation600

A comparison process has been made against experimental and numerical

data available from the Engine Combustion Network (ECN) in order to validate

the proposed ELSA model. The Spray-A non evaporating configuration has

been selected, with exact aforementioned fluid properties. The experimental

data used for validation include the PMD of the fuel, which was obtained by a605

line-of-sight integration along the x-ray radiography measurement [59, 60], and

the TIM, which was acquired from the integral of the projected density across

a transverse position at a particular axial location [61].

In order to characterize the bulk flow inside the injector, nozzle coefficients

are used and are often quoted by the manufacturers. These include discharge610

coefficient, Cd, velocity coefficient, Cv, and area coefficient, Ca. See equation

(25) and reference [62] for more details in their implementation. The idea is

based on measuring average quantities, like mass flow rate and momentum flux

and use them to compare with theoretical formulations without considering

any pressure losses. The discharge, velocity, and area coefficient are computed615

respectively as:


Cd = ṁ

ṁth
,

Cv =
ueff

uth
,

Ca =
Aeff

Ao
.

(25)

Finally, one can derive that

Cd = CvCa . (26)

In the Table 4, results for several simulated cases are shown. Since there is no

interface inside the injector (i.e. single phase flow) the corresponding interface

models are not repeated here, hence only results obtained with ELSAFoam are

reported. It can be seen that the results of Cd and Ca are within the measure-620

ment uncertainty of experimental data even on coarse mesh. Thus, increasing

the mesh size does not produce any significant change on these values. LES
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WALE model on fine mesh, however, predicts the nominal value with much

more confidence as far as experimental data are concerned.

Table 4: Nozzle discharge and area coefficients for different cases

Cd Ca

ECN Exp. 0.90±0.01 0.98±0.02

RANS (k − ε) Coarse 0.888 0.983

RANS (k − ε) Fine 0.887 0.972

LES (Smagorinsky) Coarse 0.8875 0.966

LES (Smagorinsky) Fine 0.887 0.952

LES (WALE) Coarse 0.888 0.984

LES (WALE) Fine 0.896 0.981

In order to better visualize the impact of different models, Figure 4 shows625

velocity magnitude scaled to an equal value for all the simulations. RANS

has already reached convergence with the coarse mesh. Consequently, further

increasing the mesh size does not produce any new information. Smagorinsky

model is not able to capture any turbulence at the exit of the injector, even

after the first twenty diameters of injector (at 2 [mm]). Because of very high630

Re number (≈ 5.7 × 104) it is expected to have a turbulent flow at nozzle exit

(right edge of figure 1) as also reported in [63]. To have a clear difference of LES

model, visualization of flow field at nozzle exit using fine mesh is shown in Figure

5. The top half shows the slice of velocity field at nozzle center plane obtained

using Smagorinsky model, while the bottom half shows the one obtained using635

WALE. In-nozzle turbulent flow field fluctuations are predicted by WALE model

as expected in contrast to Smagorinsky model where no such fluctuations are

captured. By using an even finer mesh with Smagorinsky model tending to a

DNS approach, results may be comparable, however such a study is outside the

scope of this work. Turbulence captured by WALE model also have pronounced640

effect on surface perturbations at the exit of the injector, as shown by the

velocity field within first few diameters downstream injector. Thus, in the later
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ELSAFoam

RANS-Coarse

ELSAFoam

RANS-Fine

ELSAFoam

Smag-Coarse

ELSAFoam

Smag-Fine

ELSAFoam

WALE-Coarse

ELSAFoam

WALE-Fine

Figure 4: Instantaneous velocity magnitude for different cases
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Figure 5: Effect of LES model on velocity. Velocity at nozzle center plane. Range is limited

to enhance visualization. Top: Smagorinsky, bottom: WALE model with the identical fine

mesh. On the right edge of figure, the blue region indicates the start of ambient atmosphere,

where nitrogen is initially assumed at rest.

part of this paper no results for Smagorinsky model are further discussed. On

the other hand, WALE model is able to capture the internal nozzle flow velocity

fluctuations even with coarse mesh, thus giving the opportunity for turbulence645

inside the jet to be developed. The effect of refining the mesh is not very

pronounced here, however, decreasing the mesh size helps in resolving small-

scale vortex structures as shown in Figure 6. At the beginning of the nozzle

there are no significant differences between the meshes, however, at the exit,

an increased vortex structures appear near the wall, which means an enhanced650

(better resolved) turbulent kinetic energy gradient is being obtained.
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(a) Inlet x-section (b) Nozzle center plane (Coarse mesh) (c) Exit x-section

(d) Inlet x-section (e) Nozzle center plane (Fine mesh) (f) Exit x-section

Figure 6: Vorticity at nozzle transverse plane (center) and cross-section at the inlet (left)

and exit (right) of nozzle using LES-WALE on coarse (Top) and fine mesh (Bottom). Nozzle

dimensions are zoomed in.

The instantaneous LVF of established jet is shown in Figure 7. In RANS,

increasing the mesh size does not bring any new information. The results of LVF

obtained with coarse and fine mesh indicates the basic shortcoming of RANS in

multiphase flows. One cannot expect to obtain any further information just by655

increasing the mesh size. LES on the other hand, tends to DNS as we keep on

refining the mesh by decreasing the dependency on modeling terms. With LES

and WALE model, ELSA relies on subgrid modeling, thus decreasing mesh size

decreases the dependency on subgrid modeling.

In-contrast, interFoam is developed on the ideology of capturing the inter-660

face and keeping it sharp, which is a physically correct approach, but is limited

to mesh resolution. If the mesh is not fine enough, the model produces diffused

interface which is basically a numerical diffusion. This is clearly visible in Fig-

ure 7 on fourth and fifth row, we can see the effect of refining mesh changes the

volume fraction field significantly. Liquid core appears to be attached for longer665
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Figure 7: Instantaneous liquid volume fraction for different cases

length and individual small packets of fluid are captured as well. However, there

is no certain way to tell when the numerical diffusion is more dominant, espe-

cially towards the end of domain where the mesh size is increased gradually.

We have thus proposed a methodology to identify this by using IRQ criteria

introduced previously. Consequently, icmELSAFoam gives an intermediate result670

between interFoam within the first millimeter and ELSAFoam result in the last

part, which is in fact, the expected behavior of the model.

A quantitative analysis for mean LVF is shown in Figure 8. The top row in

Figure 8 shows results obtained using coarse mesh, and those with fine mesh are
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shown in the bottom row. At 0.1 mm from the exit of injector, all the models675

predict almost same results, as the mesh is relatively fine at this location. LES

however, shows some spreading of the jet at the periphery, indicated by curved

tails at the ends. At 2 mm with the coarse mesh, Figure 8(a), interFoam fails

to predict the experimental mean LVF profile, indicating that a finer mesh is

required. This is indeed verified in Figure 8(b) where a refined mesh produces680

expected results. The sub-grid modeling of ELSAFoam helps to achieve reason-

able results even on a coarse mesh. Refining the mesh further produces a better

experimental match. At 6 mm on coarse mesh it seems the numerical diffusion

produced by interFoam gives the same results as predicted by subgrid model-

ing, ELSAFoam. This is however, a mere coincidence, since even with fine mesh685

interFoam cannot capture all the flow physics as verified by the unphysical

high value peak of LVF, Figure 8(b). From this discussion, it is emphasized

on the point that, interface capturing methods (interFoam and others such as

level set [5], ghost-fluid [28], level set coupled with VOF method [64]) are very

good as far as the mesh requirements are met. Once the mesh is not refine at690

satisfactory level, the results obtained are not very reliable because there are

linked to uncontrolled numerical errors. In the case of interFoam this error

appears like a a numerical diffusion that is confusing because it may represent

well in some case the subgrid dispersion. However, this numerical error lead

to result that are dependent of the mesh resolution. Other ICM approaches,695

that always preserve a sharp interface such as based on Level Set Method limit

spray dispersion at the grid resolution and then neglected the subgrid liquid

dispersion [17] bringing an other kind of numerical error also leading to mesh

resolution dependency. To address subgrid liquid dispersion it is better to rely

on physically based subgrid modeling and to take advantage of ICM where the700

mesh resolution is high enough.

35



−0.10 −0.05 0.00 0.05 0.10
Radial distance [mm]

0.0

0.2

0.4

0.6

0.8

1.0
Li

q
u
id

 V
o
lu

m
e
 F

ra
ct

io
n
 [

-]

−0.2 −0.1 0.0 0.1 0.2
Radial distance [mm]

0.0

0.2

0.4

0.6

0.8

1.0

Li
 
u
id
 V
o
lu
m
e
 F
ra
ct
io
n
 [
-]

ECN Exp.

ELSAFoam RANS-k epsilon

ELSAFoam LES-WALE

interFoam LES-WALE

−1.0 −0.5 0.0 0.5 1.0
Radial distance [mm]

0.00

0.02

0.04

0.06

0.08

0.10

0.12

Li
q
u
id

 V
o
lu

m
e
 F

ra
ct

io
n
 [

-]

(a) Coarse mesh
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(b) Fine mesh

Figure 8: Mean LVF radial profiles at 0.1 mm (left), 2 mm (center) and 6 mm (right)

This particular feature is highlighted in figure 9, which shows the contour

of LVF for diffused interface and interface capturing techniques. The diffused

interface approach dumps the fluctuation in the LVF field, hence surface tension

dominated effects might not be captured, and force the field of the liquid core to705

remain attached or in other words, diffused. On the other hand, some ligaments

and pockets of liquid get detached from the liquid core using ICM. The breakup
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process at this scale is handled well by interface capturing methods if the mesh

resolution is fine enough.

(a) Diffused interface (ELSAFoam)

(b) Interface capturing method (interFoam)

Figure 9: Contour of αl = 0.01 with diffused interface and interface capturing method.

Along the same line of thought, icmELSAFoam (see equation 12) is introduced710

to switch off the ICM when sub-grid fluctuations become important and use the

ICM when mesh density supports such implementation. The PMD (from which

the LVF has been extracted) is now directly used to compare the numerical

results with the experimental ones from ECN data base.
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Figure 10: PMD results (in µg/mm2) for different cases with fine mesh

Figure 10 clearly shows RANS’s result being the most diffusive, thus under-715

predicting the liquid penetration. On the other hand, much better and compa-

rable results are obtained with both ELSAFoam and icmELSAFoam, for the liquid

penetration and dispersion. Additionally, there are not observed appreciable

differences between both solvers. Hence, a better way to visualize PMD, is a

qualitative radial profile at various axial distance from the exit of the injector.720

The results for fine mesh for such computations are shown in Figure 11.
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Figure 11: PMD radial profiles at 0.1 mm (left), 2 mm (center) and 6 mm (right) for fine

mesh

Firstly, at 0.1 mm all models present the same profiles. Again LES is able

to capture the details of flow stretching at the periphery of jet due to a better

description of the turbulent flow field. Thus instead of a straight line profile at

the two tails of the PMD curve, a curved profile is predicted as indicated by725

experiments as well. Secondly, at 2 mm (nearly 20 times the injector diame-

ter) there are no considerable differences between ELSAFoam and icmELSAFoam

which indicate the presence of large fluctuations in the near-field spray. This

is mainly due to the high turbulence coming from the inlet conditions and also

from the shear stress with the surrounding gas which is highest at the vicinity730

of the injector exit. Thirdly, at 6 mm (60 diameters from the exit), even if

differences are small, ELSAFoam is the one that matches the best compared with

experiments with a little more over-penetration to icmELSAFoam. Apparently,

the fluctuations decrease within the dilute/dispersed zone more than it should.

A useful parameter might help to perceive the sub-grid dominance within this735

zone: Cα, defined in equation 12, equals one (1) when the interface is resolved

and equals zero (0) otherwise. Figure 12 partially confirms that, just after a

few millimeters after injector exit, the sub-grid scales become of paramount

importance and the interface is diffused rapidly, mainly due to the high shear
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Figure 12: Cα colored map.

stress and turbulence at the interface liquid-gas that creates small wrinkling on740

the surface not captured by the actual fine mesh. To go further a better mesh

resolution is necessary to keep track of the actual interface position further

downstream of the liquid jet. For the present work, the area for which the

interface is considered well captured by icmELSAFoam cover a very small range

of the atomization process, just at the vicinity of the injector nozzle. Nonetheless745

this zone may be important to relate the in-injector flow characteristic to the

initial destabilization of the liquid jet interface.

Transverse Integrated Mass (TIM), is another experimental quantity which

represents the dispersion of the atomized liquid axially. A higher value indicates

that at an axial position the amount of liquid all along the radial position is750

higher. This may be due to a high rate of liquid dispersion that spread away

from the axis the liquid or due to a higher liquid penetration that keeps an

important liquid amount on the axis. The results for TIM are shown in figure 13.

As verified previously, RANS model exhibits the highest dispersion. ELSAFoam,

icmELSAFoam produce comparable results and a noticeable improvement with755

respect to RANS approaches. Nonetheless, icmELSAFoam displays slightly higher

value of TIM than ELSAFoam, which does not necessarily mean icmELSAFoam is

more diffusive than ELSAFoam, but the integral of projected mass density (PMD),

across the transverse axis at particular positions is higher, which is in agreement

with figure 11, owing to greater liquid penetration at 6 [mm] for instance.760
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Figure 13: TIM for different cases with fine mesh

The improvement obtain by using LES with respect to RANS simulation

are in line with results presented by Desantes at al. [36]. As for RANS they

have used a mass weighted formulation for LES but the results are comparable

to those presented in this work. Interestingly, they have used a synthetic tur-

bulent inlet condition starting computation from the injector nozzle exit plane.765

One of these inlet model parameters is the turbulent intensity that they varied

from 3% to 5%. This small change produced differences in terms of PMD or

TIM that are of the same order of magnitude to those obtain in this work be-

tween ELSAFoam and icmELSAFoam. Since the main difference between these two

approaches to the current test case is due to the liaison with the internal flow,770

it may be concluded that the model developed are sensible enough to capture

the differences in nozzle flow conditions. Accordingly, the internal flow field

description becomes a very important feature of the whole simulation.

To try to determine the internal flow field as best as possible the starting

point is to get the actual geometry of the injector. An attempt was made to use775

the measured geometry (available from ECN database) of the injector, which

has been obtained using high resolution x-ray tomography. The corresponding
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mesh obtained using such a file is shown in Figure 14. The non circular nozzle

exit as well as abrupt changes in nozzle cross-section are readily visible in Figure

14. Nevertheless, owning to the measurement uncertainty of the experimental780

apparatus combined with the variation in the nozzle diameter/sections of the

order of a fraction of microns, a represented average profile cannot be obtained

by one such measurement. Instead, a smoothing process is required based on

detailed measurements of the nozzle exit diameter and specific sections to im-

prove the geometry [53, 65]. In this case, only slight noise suppression was used785

to smooth the geometry.

It is to be noted that preprocessing of files obtained from tomography takes

considerable time. Hence the decision to spend time on this aspect should

depend on the expected quality of results and measurement uncertainty of ex-

perimental reconstruction algorithms. The most important fact regarding our790

experience to design such a mesh is the necessity to choose in between arbitrary

parameters during the mesh construction and smoothing process. Consequently,

the proposed mesh is only one possible representation of the geometry. Other

choices during the mesh building process would have led to another approxi-

mation of the geometry. Available data despite the great effort performed by795

ECN network on this topic would not permit to discriminate the best solution

to this problem. Authors of this work believe that this is one of the current

limitation to go further on detailed simulations of such atomization process. It

is also necessary to mention that the moving needle motion is not considered in

this work which is, of course, also an important limitation regarding the internal800

flow even if results reported here concern the established flow.
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(a) Mesh Nozzle (b) Nozzle exit plane

Figure 14: Mesh from Stl file. Mesh with 82 cells at nozzle exit. Total number of cells: 5.35

M

The PMD profile obtained with this new internal geometry are reported on

Figure 15. Due to the measured geometry that included very small features,

the corresponding mesh includes small mesh cells that constrain the time step

for numerical stability of the simulation. Consequently the total time of the805

simulation is increased and only the ELSAFoam approach has been used. The

trend of shifted PMD with respect to center was captured to some extent but

not completely. For the time being it is difficult to conclude which part of the

model should be improved: geometry, mesh or physical modeling. Nonetheless,

the simulation is slightly more accurate with the measured geometry instead of810

using the simplified asymmetric one.
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Figure 15: PMD at 0.1 mm (left), 2 mm (center) and 6 mm (right).

5. Conclusions

The present work concerns two approaches available to simulate liquid injec-

tion system in flow regimes characterized by high Reynolds and Weber numbers.

The focus is on the description of the dense liquid-gas flows, where the spray is815

not yet formed. Though the area covered by this kind of turbulent liquid-gas

flow is often small (less than a few diameters away from injector nozzle), it is

mandatory to address it to link the inside injector flow to the final spray. It is

recognized that DNS coupled with accurate ICM approaches are very valuable

and accurate tools to describe this flow as soon as the mesh resolution is suffi-820

cient. This requires that the subgrid turbulent liquid flux can be neglected. It

is also important to recognize that in many practical applications such level of

mesh refinement is not affordable. Consequently, physical models able to rep-

resent the subgrid liquid dispersion are expected. Since the work of Vallet and

Borghi [1], the main lines of the so-called ELSA model have been designed for825

this purpose. The turbulent liquid-gas flow is the place of strong density varia-

tion. Following the original formulation of Vallet and Borghi, many works have

been conducted using Favre mass weighted averaging and filtering. The present

work completes these frameworks by considering Reynolds volume averaging
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and filtering approach. This work has shown that the volume formulation can830

be used and give comparatively as accurate results as the previous mass formu-

lations with respect to available experimental data despite approximation done

in both formulations. A benefit of the volume formulation is to keep the liquid

volume fraction as a primary variable transported by the model like in many

Interface Capturing Methods (ICM) belonging to the VOF family. Accordingly,835

a set of models is designed based on ELSA framework for different levels of

refinement. A volume-based formulation, namely ELSA approach, has been

implemented using the OpenFOAM® library, leading to the solver ELSAFoam,

that can be applied using both RANS and LES model for turbulence modeling.

This model considers a possible subgrid turbulent liquid flux that depends on840

the local flow condition. The important point is the incompatibility with ICM

numerical method that preserved a sharp interface representation. Thus, even

when the interface is well resolved the turbulent liquid flux vanishes but the

numerical method, not designed to capture the interface, prevent to recover the

accuracy of ICM approaches. To solve this problem two criteria for interface845

resolution quality (IRQ) have been proposed to determine dynamically if the

subgrid turbulent liquid flux has to be considered coupled with a standard nu-

merical method or if the resolution of the interface is good enough to neglect

interface subgrid effect and thus to apply ICM. The corresponding solver based

on the OpenFOAM® library has been called icmELSAFoam. The original surface850

density equation [1] has been extended for all developed formulations.

The second part of the paper is devoted to the analysis of the proposed ap-

proach with respect to the experimental data based developed by the ECN [49]

research initiative. In particular experimental data from x-ray radiography mea-

surements of non-evaporating Spray A condition have been used. Like previous855

work based on mass formulation a global agreement has been obtained with re-

spect to the available data, namely: liquid volume fraction, projected mass den-

sity and transverse integrated mass. In particular, even RANS formulation that

can be very cheap in term on CPU consumption when using axisymmetric mesh,

is able to reproduce the global behavior of the injection. Nevertheless, to recover860
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the actual dispersion of the liquid a real improvement can be obtained using LES

formulation with both solvers ELSAFoam and icmELSAFoam. Accordingly, a 3D

mesh with a high resolution in the injector nozzle is required. In particular, the

turbulence inside the nozzle is mainly controlled by the development of a turbu-

lent boundary layer starting from the internal nozzle cavity that develops until865

the end of the injector pipe. To capture this phenomenon, mesh refinement along

the injector nozzle wall combined with an appropriate LES-WALE model has

been necessary. This turbulent boundary layer interacts directly with the liquid-

gas interface at the exit of the injector to initiate the atomization process. This

phenomenon is well captured only with ICM approaches, in particular with the870

interFoam solver. Nevertheless, further downstream as the atomization process

continues, the length scale of interface wrinkling decreases continuously leading

to a numerical error in ICM approaches. By changing mesh resolution, it has

been shown that this numerical error is driving the liquid dispersion. This mesh

dependency can be released by considering subgrid scale effect with both solvers875

ELSAFoam and icmELSAFoam. Thus, it is better to use a physically based model

for subgrid turbulent liquid flux than to rely on numerical error of ICM (if un-

resolved) to recover a mesh-independent result. Finally, the detailed simulation

is sensible enough to relate the liquid dispersion to the internal flow inside the

injector. Accordingly, an attempt has been made to use the measured geometry880

provided by ECN database. This approach introduces new difficulties because

of geometrical measurement uncertainties and because of the necessary choices

that have to be made during the meshing process to preserve or to smooth any

details of the measured geometry. These bias, due to geometry uncertainties,

meshing choices and model approximations, leads to noticeable modification of885

the liquid distribution that makes errors of few percents with respect to mea-

sured data. For the time being it is not easy to conclude which of these bias

are the most important, but the positive conclusion is that the present models

are sensible enough to detect these small changes. Main prospects of this work

are twofold: firstly to test icmELSAFoam solver on injection with lower Reynolds890

and Weber number to recover a bigger area where the interface is well captured;
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secondly, to test the behavior of the model with respect to the surface density

prediction with respect to available data.
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B. Naud, K. Matusik, D. Duke, A. Kastengren, C. Powell, D. Schmidt,

50



Modelling and validation of near-field diesel spray cfd simulations based on

the σ-y model, in: Ilass Europe. 28th european conference on Liquid Atom-

ization and Spray Systems, Editorial Universitat Politècnica de València,
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