PREDICTION OF THE GROUP VELOCITY OF ACOUSTIC CIRCUMFERENTIAL WAVES BY ARTIFICIAL NEURAL NETWORK

Youssef Nahraoui, Houcein Aassif, Gerard Maze

To cite this version:

HAL Id: hal-01938721
https://hal-normandie-univ.archives-ouvertes.fr/hal-01938721
Submitted on 28 Nov 2018

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
PREDICTION OF THE GROUP VELOCITY OF ACOUSTIC CIRCUMFERENTIAL WAVES BY ARTIFICIAL NEURAL NETWORK

YOUSSEF NAHRAOUI, EL HOUCEIN AASSIF, GERARD MAZ

Laboratoire Métrologie et Traitement de l’information, Faculté des sciences, Université Ibn Zohr, Agadir, Maroc

Laboratoire Ondes et Milieux Complexes, LOMC UMR CNRS 6294, Normandie Université, 75 rue Bellot, CS 80 540, 76058 Le Havre.

E-mail: 1nahraouissef@gmail.com

ABSTRACT

The present study investigates the use an Artificial Neural Network (ANN) to predict the velocity dispersion curve of the antisymmetric ($A_1$) circumferential waves propagating around an elastic cooper cylindrical shell of various radius ratio $b/a$ ($a$: outer radius and $b$: inner radius) for an infinite length cylindrical shell excited perpendicularly to its axis. The group velocity is determined from the values calculated using the eigen mode theory of resonances. These data are used to train and to test the performances of this model. Levenberg-Marquaedt backpropagation training algorithm with tangent sigmoid transfer function and linear transfer function results in best model for prediction of group velocity. The overall regression coefficient, mean relative error (MRE), mean absolute error (MAE) and standard error (SE) are 1, 0.01%, 0.38 and 0.07. It is found that the neural networks are good tools for simulation and prediction of some parameters that carry most of the information available from the response of the shell. Such parameters may be found from the velocity dispersion of the circumferential waves, since it is directly related to the geometry and to the physical properties of the target.

Keywords: Artificial Neural Network (ANN), Acoustic Response, Submerged Elastic Shell, Scattering Waves, Circumferential Waves, Phase Velocity, Group Velocity.

1. INTRODUCTION

One of the most important points is to find out some parameters that carry most of the information available from the response of the shell. Such parameters may be found from the velocity dispersion of the circumferential waves, since it is directly related to the geometry and to the physical properties of the target.

The application of the Technique of Artificial Intelligence for modeling highly nonlinear systems can provide appropriate solutions to the complexity of industrial processes. Among these techniques of Artificial Intelligence, we mention the Artificial Neural Networks (ANN) method. In this study, and without seeking to establish a mathematical equation which sometimes remains a difficult task for this purpose, the models of neural networks is developed to predict the group velocity of antisymmetric wave $A_1$ of highly nonlinear acoustic pressure backscattered by targets of simple geometric shapes such a cylindrical shell immersed in water, this scattering has been the subject of several studies of characterization [1, 2, 3, 4, 5].

Several models of neural networks have been tested, and to evaluate the performance of these models, a comparative study between the proposed models and the theoretical method was performed. It shows a good agreement between the values predicted by ANN and those calculated by the theoretical method.

2. THEORETICAL STUDY

A. Acoustic backscattering from a cylindrical shell

Fig.1 shows the cylindrical coordinate orientation and the direction of a plane wave incident on an infinitely long cylindrical shell in a fluid medium. The fluid (1) outside the shell has a...
density of $\rho_1$ and the acoustic propagation velocity $C_1$. In general, the inner fluid (2) will be different and is described by the parameters $\rho_3$ and $C_3$. The parameters for the two fluids outside and inside the shell are given in Table 1.

The axis of the cylindrical shell is taken to be the $z$-axis of the cylindrical coordinate system $(r, \theta, z)$. Let a plane wave incident on an infinite cylindrical shell with air-filled cavity (fluid 2), be submerged in water (fluid 1), see Fig.1. The backscattered complex pressure $P_{\text{diff}}$ from a cylindrical shell in a far field $(r >> a)$ is the summation of the incident wave, the reflective wave $\oplus$, surface waves shell waves $\ominus$ the symmetric waves $S_0$, $S_1$, $S_2$, ..., and the antisymmetric waves $A_0$, $A_1$, $A_2$, ... and interface Scholte waves $\bigcirc$. The waves $\ominus$ and $\bigcirc$ are the circumferential waves connected to the geometry of the object (Fig. 2).

The module of the normalized backscattered complex pressure in a far field is called form function. This function is obtained by the relation [6-7, 8]:

$$P_{\text{diff}}(\omega) = \frac{2}{\sqrt{2\pi}kr} \sum_{n=0}^{\infty} \epsilon_n (-1)^n \frac{D_n^{(1)}(\omega)}{D_n(\omega)}$$

where $\epsilon_n$ is the Neumann factor ($\epsilon_0 = 1$, if $n=0$; $\epsilon_n = 2$, if $n > 0$), $\omega = 2\pi f$ is the angular frequency, $k = \omega C_1$ the wave number with respect to the wave velocity in the external fluid (water).

$D_n^{(1)}(\omega)$ and $D_n(\omega)$ are determinants computed from the boundary conditions of the problem (continuity of stress and displacement at both interfaces).

The physical parameters used in the calculation of the backscattered complex pressure are illustrated in Table 1.

<table>
<thead>
<tr>
<th>Physical Parameters</th>
<th>Density $\rho$ (kg/m$^3$)</th>
<th>Longitudinal velocity $c_L$ (m/s)</th>
<th>Transverse Velocity $c_T$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooper</td>
<td>8930</td>
<td>4760</td>
<td>2325</td>
</tr>
<tr>
<td>Water (fluid 1)</td>
<td>1000</td>
<td>1470</td>
<td></td>
</tr>
<tr>
<td>Air (fluid 2)</td>
<td>1.29</td>
<td>334</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Geometry Used For Formulating The Sound Backscattering From A Cylindrical Shell

Figure 2. Mechanisms Of The Formation Of Echoes Showing The Specular Reflection $\bigcirc$ And Shell Waves $\ominus$ And Scholte Wave (A) $\bigcirc$.

Figure 3 shows the module of the normalized backscattered complex pressure as function of the reduced frequency $ka$ (without unit) given by:

$$ka = \frac{\omega a}{c} = \frac{2\pi}{c(1-\frac{b}{a})} f d$$

where $d = a-b$ is the thickness of a cylindrical shell and $f$ is the frequency of the incidence wave in Hz.

The sharp transitions of shell (corresponding to frequencies of resonances) in the spectrum of Fig 3...
are connected with the propagation of acoustic circumferential waves: Scholte wave (A) and shell waves (S₀, A₁, S₁, S₂, A₂ …).

3. DETERMINING THE PHASE AND THE GROUP VELOCITIES BY THE PROPER MODES THEORY OF RESONANCES

To determine the phase velocity of a circumferential wave, the resonance spectrum for each mode n is calculated. The frequencies of resonances are measured and the phase velocity is obtained by equation (3):

\[ C_{ph} = C_{water} \frac{x'_n}{a} = 2\pi aF, \quad (3) \]

with \( x'_n \) the reduced frequency of a resonance, \( a \) the outer radius \( F \) (Hz) is the frequency of resonance.

To determine the group velocity, the equation (4) is used:

\[ C_{gr} = C_{water} (x'_{n+1} - x'_n) = 2\pi a(F_{n+1} - F_n), \quad (4) \]

with \( x'_{n+1} \) and \( x'_n \) are respectively the reduced frequencies of resonances \( n \) and \( n+1 \); \( F_{n+1} \) and \( F_n \) are the absolute frequencies of the resonances \( n \) and \( n+1 \).

4. ARTIFICIAL NEURAL NETWORK

The ANNs are mathematical modeling tools that are especially useful in the field of prediction and forecasting in complex settings. Historically, there were meant to operate through simulating, at a simplified level, the activity of the human brain. A neural network is an association of more neurons, usually organized in layers. Each neuron is connected to certain of its neighbors with varying coefficients or weights, that represent the relative influence of the different neuron inputs to other neurons.

There are many kinds of ANNs. One of the most common types of neural networks is the feedforward, where the information is transmitted in a forward direction only. This is the type employed in this work.

A simple example of a neural network is shown in Fig. 6, consisting of one input layer, one hidden layer and one output layer, all of them connected with no feedback connections. The weighted sum of the inputs are transferred to the hidden neurons, where it is transformed using an activation function. The outputs of the hidden neurons, in turn, act as inputs to the output neuron where it undergoes another transformation. By adjustment of the weights under the learning algorithm, ANN has ability to learn from observed data [12].

The mathematical expression of the network is as follow [9, 10]:

\[ o_j = f(\text{net}_j) = f\left(\sum_{i=1}^{n} w_{ij} x_i + b\right) \quad (5) \]

where \( \text{net}_j \) is the output from neuron, \( w_{ij} \) is connection’s weight, \( b \) is bias weight, \( n \) is the number of neurons or processing elements (PE) in each layer and \( f \) is the activation function.

In this paper, the tangent sigmoid transfer function used as activation function as follows [9, 10]:

\[ O_j = f(\text{net}_j) = \frac{2}{1 + \exp(-2*\text{net}_j)} - 1 \quad (6) \]

After processing all of the layers, the activated result of the output layer \( O_n \) compared with the target value \( T_p \), and the resulted error will be propagated backward the network’s weight to minimize the overall error. In this paper, Levenberg–Marquardt back-propagation (LMBP) algorithm is utilized as training algorithm instead of commonly used standard BP method for its robustness in computing process [11]. Fig.4 show the basic idea of training a neural network is as follows. First, the square error of the \( p_p \) training pattern \( E_p \) is defined as:

\[ E_p = \frac{1}{2} \sum_{k=1}^{m} (T_{pk} - O_{pk})^2 \quad (7) \]

where \( T_{pk} \) is the teacher signal (desired output) to the \( k_p \) output unit for \( p_p \) training pattern, \( O_{pk} \) is the output signal to the \( k_p \) output unit for \( p_p \) training pattern, and \( m \) is the number of output units. In the training process, \( w_{ij} \) and \( b \) are modified repeatedly based on gradient descent method to minimize the above error. Through such an iterative process, the
network attains the ability to promptly output the similar signal to the teacher’s one. This training algorithm is called back propagation neural network.

![Graph](image)

Figure 5. (A) Acoustic Resonance Spectrum Of A Cooper Tube; A=1, B/A=0.9; a=1 m, (B) Dispersion Of The Phase Velocity Of The Different Circumferential Waves Of A Copper Cylindrical Shell Of Radii Ratio B/A=0.90, A=1m. (C) Dispersion Of The Group Velocity Of The Different Circumferential Waves Of A Cooper Cylindrical Shell Of Radii Ratio B/A=0.90

5. COLLECTION OF DATA

The conception of the neural network model requires the determination of the relevant entries that have a significant influence on the required model. In this work, a data base is collected to involve and test the performance of this model starting from the results obtained by the proper modes theory of the circumferential waves. The density of material, the radius ratio, the index of the anti-symmetric wave, and longitudinal and transverse velocities, of the material constituting the cylindrical shell, are retained like relevant entries of the model because these parameters characterize the cylindrical shell and the types of circumferential waves propagating around this one. The group velocity, of the anti-symmetric ($A_i$, $i=1$) for a Cooper cylindrical shell with different radius ratios $b/a$, constitutes the output of the neural network.

![Diagram](image)

Figure 6. PML To Four Entries $P =$ Material Density, $B/A =$ Radius Ratio, $i =$ Index Of Antisymmetric Waves $Ai$, $C =$ Velocities Of Propagation In The Material (CT, Velocity Of Shear Wave; Or CL, Velocity Of Longitudinal Wave).

6. TRAINING OF THE ANN MODEL

In this work, the perceptron multilayers (PML) is used as a model of network architecture to predict the group velocity $V_g$. Before any training, it is essential to normalize all the variables of entries to remain in the linear part of the sigmoidal function, the input and output data are normalized between 0.1 and 0.9 using the following equation [13]:

$$y = 0.1 + 0.8 \times \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$

(13)

Where $x_{\text{max}}$ and $x_{\text{min}}$ are maximum and minimum values of a particular parameter in the entire data set, respectively.

The collected data are divided into two sets. The training and the validation sets are made up, respectively, of $2/3$ and $1/3$ of the collected data base [14]. These proportions of the training and validation bases are selected randomly from the data base. The back-propagation algorithm using the supervised training technique is used to involve the hidden layers of the artificial neural network model [15, 16].

7. RESULTS AND DISCUSSION

The selection of different models is performed based comparison of different error MAE, MRE, SE and RMSE between the values of velocities predicted by ANN and those desired [Fig.7, Fig.8]. The correlation coefficient R and $R^2$ of the linear regression of the determination are used as measures of the performance of the model between
the predicted values and the desired values. The various measures of error and the correlation coefficient are given by the following relationships:

\[ MAE = \frac{1}{n} \sum_{i=1}^{n} |D_i - P_i| \]  

\[ MRE = \frac{1}{n} \sum_{i=1}^{n} \frac{|D_i - P_i|}{D_i} \]  

\[ R = 1 - \frac{\sum_{i=1}^{n} (D_i - P_i)^2}{\sum_{i=1}^{n} (D_i - P_m)^2} \]  

\[ SE = \sqrt{\frac{\sum_{i=1}^{n} (D_i - P_i)^2}{n-1}} \]  

where \( n \) is the number of data, \( P_i \) and \( D_i \) is the predicted and desired of phase and group velocities respectively and \( P_m \) is the mean of predicted values.

The performance of ANN model of the training and the test data are represented in Fig. 9 and 10. The analysis is repeated several times. Indeed, the error values are measured for each ANN architecture based on the number of hidden layers and number of neurons in each hidden layer neuron. In this work, we have varied the number of neurons and number of hidden layers and the number of epoch; we found that the error of our models values decrease more than the number of neurons, the number of hidden layers and the number of times is increased. The results of the measured errors shown in Figure 8 for the wave \( A_1 \) circumferential wave.
8. CONCLUSION

Neural Networks can be considered as simple and flexible tools that adapt to data modeling rather than seeking to establish mathematical equations that require more time or may be sometimes difficult to establish. During this work that focus on the prediction of group velocity that characterize submerged tubes, the ANN approach has shown its effectiveness. According to the results, we can conclude that the ANN shows a good range characterization and computational efficiency. Its robustness, speed and accuracy of its outputs enable it to give correct decisions and avoid cases of indecision, neural networks with their ability to adapt to unknown situations through learning to model imprecise knowledge and uncertainty management. The results obtained in our work encourage further research in this direction, we can also consider improving. This work does not seek to condemn conventional methods! The approach presented is primarily enriched the family of methods for modeling and prediction of physical processes.
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